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Frame memory compression (FMC) saves power by reducing the data
bandwidth for accessing reference frames of video coding standards
in the external memory. However, since the continuously accumulated
data loss degrades the performance of video coding standards, the
quality of the reconstructed reference frame must be improved. Previ-
ous lossy frame memory compression methods focused on processing
speed or simplicity, but their performance remains limited in terms of
the quality of the reconstructed frame. In this study, a Huffman cod-
ing with a fixed codebook designed to considerably reduce the latency
caused by arithmetic coding in lossless compression schemes is pro-
posed. A novel lossy frame memory compression technique based on
the Hadamard transform that does not require additional memory ac-
cess using a lookup table is also proposed. The result of experiments
on several reconstructed videos preprocessed with HEVC show that the
proposed method improves BDPSNR by 10.7 dB and BDBR by 40.4%
compared with the DWT+SPIHT-based compression technique which
is widely used for lossy frame memory compression.

Introduction: With the growth of the media platform market such as
over-the-top media services, the importance of video coding standards
(e.g. H.264 [1], HEVC [2], and VVC [3]) has been increasingly empha-
sized. To achieve a high compression ratio, these video codecs perform
complex computations and continuously access a reference frame lo-
cated in external memory for motion compensation in block units, which
is the primary contributor to the power consumption of such methods.
To solve this problem, numerous studies have considered frame memory
compression (FMC) [4–6] methods designed to reduce the bandwidth
between the codec and external memory. These techniques can be clas-
sified as lossy and lossless FMC.

Lossy FMC methods are being studied continuously in the direction
of increasing peak signal-to-noise ratio (PSNR) due to the advantage of
being able to significantly reduce memory bandwidth despite the issue
that the reconstructed video quality is continuously degraded due to the
accumulated error of the reference data. A trade-off between compres-
sion ratio and video quality must be carefully considered in the design
of lossy FMC methods, and they commonly implement a combination of
transform-based and quantization algorithms. In particular, the discrete
wavelet transform (DWT) [7] can perform multi-level decomposition
and is used together with set partitioning in hierarchical tree algorithm
(SPIHT) [8] to accurately control the target bit length for each block (i.e.
progressive coding) and to retain the quality of the reconstructed frame.
In addition, the combination of DWT and SPIHT significantly improved
PSNR with minimal computational resources through dynamic alloca-
tion [5, 9]. However, a minimum of three levels of decomposition are
required to take full advantage of SPIHT, and its compression perfor-
mance is relatively poor if this decomposition level is not met.

In contrast, lossless FMC methods [6] can achieve high quality but
require relatively high memory bandwidth and exhibit high computa-
tional complexity. As an example of conventional transform-based loss-
less compression schemes, the Hadamard transform (HT) [10] and en-
tropy coding (i.e., Huffman coding [11]) can be used for FMC, but they
occur a delay due to the preprocessing for the codebook, and conse-
quently, efficient FMC design supporting real-time operation is impos-
sible with these methods. To compensate for this limitation, Yng et al.
[4] maintained lower complexity by using a modified Hadamard trans-
form and this method does not require a pixel rearrangement process,
thereby reducing temporary memory and running time compared to 2D-
DWT [7]. However, this method has the limitation of compressing the
AC coefficient by applying the relatively complex adaptive Golomb–

Fig. 1 Histogram of coefficients measured on a single frame of
BQ_Terrace_8bits. (a) DC coefficients; (b) AC coefficients.

Fig. 2 Rearrangement technique for fixed codebook Huffman. (a,b) The bit-
plane of the DC and AC coefficients, respectively. The rearranged streams
are read from top to bottom from left to right and appended to the bitstream.

Fig. 3 Overview of the proposed entropy coding. (a,b) The bitstreams of the
DC and AC coefficients, respectively.

Rice (GR) algorithm. In addition, a mixed lossy and lossless algorithm
was designed to improve compression performance and reduce memory
bandwidth by considering the existing fast algorithms. However, this ap-
proach cannot reliably achieve high throughput because frame recom-
pression access requires sequential differential pulse code modulation
(DPCM) processing for all pixels.

In this study, we focus on reducing computational costs and maximiz-
ing compression performance for efficient block-wise compression. We
propose compression techniques to comprehensively solve the problems
described above, and the contributions of this study are summarized as
follows:

• To maximize the benefits of HT-based compression, we separate AC
coefficients into bit-plane units and leverage the very high probability
that bits located close to the most significant bit (MSB) have a value
of zero to increase compression efficiency.

• To solve the adaptive codebook problem which has the greatest impact
on the complexity of Huffman coding, we design a fixed codebook-
based Huffman coding using a new bit-plane rearrangement technique
(RT) for AC coefficients.

• Finally, we present a method to completely eliminate temporary mem-
ory, bit depth, and many look-up tables to store values in bit-plane
units in a fixed codebook-based Huffman coding.

Our proposed method allows parallel processing of AC coefficients
without additional computation except checking MSB bit positions by
the block line. Consequently, the proposed compression technique can
be considered as a practical approach because it can achieve both lower
computational complexity and superior performance compared to con-
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Table 1. Comparison of BDPSNR and BDBR with the proposed entropy coding.

BDPSNR (db) BDBR (%)

Sequences
DWTSPIHT

[12] DBA [5]
Fixed code-book

Huff.
DWTSPIHT

[12] DBA [5]
Fixed code-book

Huff.

4K HDR 4.09 3.55 0.95 -13.28 -8.77 -7.06

Eclipse 1.35 0.39 0.15 -3.06 -0.29 -1.47

BQ Terrace-10 6.8 3.97 0.76 -19.18 -13.14 -5.46

BQ Terrace-8 18.05 13.85 4.76 -39.22 -36.22 -28.48

Bosphorus 22.58 22.58 22.58 -79.55 -31.34 -33.09

ReadySteadyGo 11.47 7.76 3.08 -87.99 -21.66 -28.92

Average 10.72 6.65 2.1 -40.38 -18.57 -17.41

Table 2. Comparison of running time (ms) in BQ terrace-8 bits.

DWT HT SPIHT Fixed codebook Huff. Proposed

33.2 ms 6.68 ms 27.88 ms 4.98 ms 2.83 ms

ventional DWT and discrete cosine transform (DCT)-based lossy com-
pression methods.

Prior works:

Lossy FMC schemes with SPIHT: The SPIHT algorithm has been
widely used in transform-based FMC schemes where efficient lossy cod-
ing is essential because it does not require arithmetic operation and can
achieve a hardware-friendly design that can be easily parallelized [12].
In general, DWT decomposes an image into a low-frequency bandwidth
(i.e. LL) and three high-frequency bandwidths (i.e. LH, HL, and HH),
which have a hierarchical tree structure called spatial orientation tree
(SOT). SPIHT compresses frames in bit-plane units by taking advan-
tage of this characteristic of DWT. DWT is most effective when decom-
posed into at least three levels. However, if either the width or height
of the macroblock is less than 8 in an asymmetric form (e.g. 16 × 4,
32 × 4, 64 × 4), three-level decomposition is not possible. In contrast,
because the DCT does not fundamentally have an SOT structure, it is
decomposed into a DCT in units of 4 × 4 blocks, and each coefficient is
grouped into four bandwidths according to its location for compensating
its structural limitations. This strategy can transform asymmetric blocks
that interfere with 3-level decomposition into symmetrical forms to im-
prove the quality of the reconstructed images. Meanwhile, Kim et al.
[5] presented a solution to address the potential limitations in which all
blocks are allocated at the same compression ratio, even though SPIHT
is able to generate a bitstream exactly at the target bit length. In de-
tail, they used the relative cost obtained by counting the high-frequency
coefficients decomposed by DWT per block, and complex blocks with
high cost are encoded at aggressive compression ratios, whereas simple
blocks with low cost are encoded at conservative compression ratios.

Hadamard transform-based lossless FMC schemes: In general, the
Hadamard transform (HT) is used to design lossless or near-lossless
FMC with entropy coding (e.g. variable length coding and arithmetic
coding) owing to its less DC coefficient, relatively small variance for AC
coefficients, and low computational complexity compared to DWT [12].
Nevertheless, the delayed nature of entropy coding is a drawback when
implementing hardware design. As an example, in contrast to progres-
sive coding such as SPIHT, Huffman coding [11] requires continuous
updating of a lookup table codebook to achieve optimal compression
performance. Hence, applying these methods to real-time applications
is difficult owing to their variable latency. The GR [13] coding algo-
rithm is widely used with DPCM as a representative lossless compres-
sion method, and encoded coefficients can be expressed as follows:

Encn = (cn − cn+1)/2k + R (1)

where Cn denotes the n-th coefficient of the image block decomposed
by HT, and the difference with the next coefficient Cn+1 is divided by

2k . Subsequently, the quotient is encoded by allocating bits by size, and
the remaining R is encoded using a GR code consisting of a prefix code.
This process is only performed for the AC coefficient. GR has relatively
low computation complexity and does not require an update of the code-
book, but the latency increases proportionally with the block size be-
cause the entire AC coefficients must be performed sequentially for the
DPCM. In addition, the quality can be improved by adaptively select-
ing k, but the performance is limited in terms of retaining the quality of
the original content because the block size is not large for the purpose
of FMC.

Proposed methods: In this section, we propose a novel FMC technique
that can perform lossless compression in a manner similar to that of lossy
compression, using only the advantages of each of the above-mentioned
coding methods including the HT. It should be noted that the HT is ba-
sically lossless, like DWT; however, in the proposed approach, mantissa
bits are removed and eventually compressed with some loss.

Rearrangement technique for maximizing the efficiency of entropy cod-
ing: HT-based Huffman coding generates an adaptive code tree based
on the frequency of each coefficient, which introduces a delay in exe-
cution time. In this subsection, we introduce a fixed codebook with the
RT to circumvent this issue. The raw data (8 × 8) from the HT opera-
tion can be divided into low-frequency DC (1 × 8) and high-frequency
AC (7 × 8) subbands. Figures 1a and 1b, respectively, represent the his-
tograms of the DC and AC coefficients in a single frame of an 8-bit depth
BQ-Terrace image [14]. In Figure 1b, AC coefficients are fundamentally
different from DC coefficients, as they consist mainly of values close to
“0,” accounting for 31.94% of the frequency. To further accentuate this
tendency, we introduce an RT that efficiently organizes the order of the
bitstream before the prefix code encoding by dividing the coefficients
into bit-depth units. The conventional approach appends to the bitstream
in sequential order from the most significant bit (MSB) to the least sig-
nificant bit (LSB) according to the coefficients. On the other hand, the
RT method can increase the proportion of “0” by appending from the
MSB in a bit-level order across all coefficients. Figure 2b illustrates the
bit plane of the AC coefficients, where the last line carries two valid bits.
Under the conventional approach, we could consider there being six “0”s
and two “1”s, but with the proposed RT, we can achieve seven “0”s and
one “1.” By employing the RT, we have verified a 7.63% increase in the
frequency of “0” in the BQ-Terrace image. Similarly, in Figure 2a, most
bits near the MSB for DC coefficients are valid bits, and upon applying
the RT, “1” has the second-highest frequency. This dramatic increase in
the frequency of the “0” and “1” coefficients suggests the feasibility of
using a fixed codebook rather than obtaining the codebook adaptively.
We utilize the conventional Huffman code tree to generate unique pre-
fix codes, further amplifying the compression efficiency by reducing the
significantly prevalent “0” coefficients to a single bit. However, the con-
straint of expanding the tree in a one-way direction leads to a larger de-
viation in code length. Specifically, even “1,” the second most frequent
coefficient, is compressed to 5 bits (= 10110), and most coefficients are
compressed to 9 bits on average. Nevertheless, the dominant frequency
of “0” can compensate for this larger deviation in code length.

2 ELECTRONICS LETTERS July 2023 Vol. 59 No. 14 wileyonlinelibrary.com/iet-el

 1350911x, 2023, 14, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ell2.12893 by Seoul N

ational U
niversity O

f, W
iley O

nline L
ibrary on [20/07/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://wileyonlinelibrary.com/iet-el


Implementation of the proposed entropy coding: The method introduced
above does not require a codebook to be regenerated in certain periods,
but still has the disadvantage of needing to be changed depending on the
block size or bit depth. As a solution, we propose a method that enables
parallel processing with no additional computational requirements other
than searching for MSB bit positions by line. In this method, different
compression strategies are adopted for the DC and AC coefficient. As
shown in Figure 1a, the DC coefficients may be assigned different val-
ues for each block because the values are flexible within a single frame;
however, they have similar values for adjacent pixels. These characteris-
tics are highly suitable for adapting the DPCM-GR algorithm [4] to DC
coefficients. Figure 3a illustrates a bitstream encoding DC coefficients
with DPCM-GR, where k is fixed to increase the execution speed con-
sidering that the difference between the DC coefficients is sufficiently
small. k is a parameter used as an exponent of 2 in (1) and adaptively de-
termines the length of Q, a component of Encn. The first DC coefficient
is preserved in the bitstream without considering the sign bit, where 1,
R, and S denote the delimiter, remainder, and sign bit, respectively. The
AC coefficients also exhibit high similarities between adjacent coeffi-
cients in the horizontal direction, and many values are either zero or
close to zero, as mentioned above. Therefore, we only calculate the po-
sition of the MSB by line and support four modes (i.e., 00,01,10, and
11) using only two bits, as shown in Figure 3b. Although 14 (=2 × 7)
bits are inevitably allocated only to the AC coefficient when the block
size is 8 × 8, if the mode is “00,” the magnitude bits do not need to be
included in the bitstream; thus, a significant compression effect can be
achieved with this mode. The mode is determined by the position of the
most significant valid bit in the largest coefficients among the seven co-
efficients included in the line (i.e., [0,1] → “00,” [2,3] → “01,” [4,5] →
“10,” and [6,7] → “11”), and all the coefficients on the line are encoded
in the same size according to this mode value. Thus, parallel processing
can be performed because each line of AC coefficients uses the same
instruction. The second proposed method can improve compression per-
formance by considering compression ratio and reconstruction quality
while eliminating processes that can delay processing speed as much
as possible.

Experimental results: In this section, we present the results of compar-
ative experiments between our proposed lossy FMC technique and ex-
isting lossy/lossless FMC techniques. All experiments were designed as
FMC environments in which reconstructed images in HEVC were re-
compressed in blocks with a size of 16 × 4. These sequences [14, 15]
were reconstructed using the common test conditions of HEVC (i.e. Pro-
file: Main profile, QP: 22. Entropy coding: CABAC, YUV420 format).

Table 1 shows the results of a fair comparison of the compression per-
formance of the Y components of each compression method using BDP-
SNR and BDBR [16]. It should be noted that BDPSNR and BDBR rep-
resent the performance gaps between the two methods, and we present
the BDBR and BDPSNR of the remaining three methods using the pro-
posed entropy coding as an anchor. The experimental results show the
proposed entropy coding improved BDPSNR by 10.72, 6.65, and 2.1
dB, and reduced BDBR by 40.38%, 18.57%, and 17.41%, respectively,
compared to DWT-SPIHT [12], DBA [5], and fixed-codebook Huffman.

In Table 2, the running times of the transform and compression tech-
niques applied in the experiment are presented, which are related to com-
putational complexity. We present the average value in milliseconds af-
ter measuring five times per method using only a single CPU core for
highly reliable comparisons. The main reason that the running time of
DWT was longer than that of HT is that the coefficients must be rear-
ranged for the SOT. In addition, the two proposed methods require sig-
nificantly fewer computations than SPIHT because they involve a degree
of complexity in referring to the codebook or extracting the position of
the MSB. The method with the fixed codebook Huffman is slower than
the proposed approach because it constantly allocates memory from the
rearrangement process to sequentially aggregate the decomposed coeffi-
cients of the HT from the MSB. Consequently, the proposed method (=
6.68+2.83) achieved a running time 6.42 times faster than the conven-
tional DWT-SPIHT compression method (= 33.2+27.88) [12].

Conclusion: In this study, we have introduced a method to dramatically
reduce latency by fixing the codebook required for Hadamard transform-

based Huffman coding and novel lossy FMC techniques that do not re-
quire a codebook. The computational complexity of the proposed meth-
ods is lower than that of DWT-SPIHT, which is frequently used for lossy
FMC. This advantage enables parallel processing with a short delay time
and improves the quality of reconstructed frames.
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